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system
Part II A molecular dynamics study
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Molecular dynamics simulations of the evolution of materials in a region surrounding

a crack tip were carried out for the case of a crack in a c-TiAl phase impinging at a right angle

onto the interface between a c-TiAl phase and a metastable Ti—15V (at %) phase. The

corresponding linear anisotropic solutions for the singular stress and displacement fields

were used to both generate the crack in the original crystal and to prescribe the boundary

conditions applied to the computational crystal during the molecular dynamics simulation

runs. The atomic interactions were accounted for using appropriated embedded atom

method (EAM) type interatomic potentials. The crack-tip behaviour for the two-phase c—b
material was ultimately compared with the one in the corresponding single-phase material,

i.e. to the one in pure c and the one in pure b crystals. The simulation results showed that

under the same applied level of external stress, the crack tip became blunt and the crack

stopped propagating in the c-TiAl—b-Ti—15V bicrystal and in the single b-phase crystal while

the crack extended by brittle cleavage in the single-phase c crystal. The blunting process was

found to be controlled by the martensitic transformation that took place in the b-phase ahead

of the crack tip. Depending on the local stress conditions the crystal structure of martensite

was found to be either hexagonal close packed (h.c.p.), body centred orthorhombic (b.c.o.)

and/or face centred orthorhombic (f.c.o.). Finally the implications of crack tip martensitic

transformation on the toughness of the materials are analysed in quantitative terms using

the concept of Eshelby’s conservation integral, i.e. the energy release rate.
1. Introduction
The occurrence of stress—strain-induced martensitic
transformation in materials ahead of propagating
cracks has resulted in record fracture toughness levels
both in metals [1] and ceramics [2]. In our ongoing
research we have recently found a two-fold increase in
room temperature fracture toughness of single-phase
c-TiAl when 10 vol% of a metastable dispersed Ti—V
b-phase is added that undergoes stress—strain induced
body centred cubic (b.c.c.)Porthorhombic marten-
sitic transformation [3]. Because limited fracture
toughness and tensile ductility at temperatures below
&600 °C are the major obstacles to wide-scale ap-
plication of c-TiAl, transformation toughening ap-
pears to have potential in resolving this problem.

Modelling of the evolution of materials in a region
surrounding a crack tip and the associated mechanism
of transformation toughening have been generally car-
ried out using the continuum material approach in
which no account of the microstructure of the material
is made [4]. While such an approach is very useful in
identifying more macroscopic aspects of the underly-
ing process, the small-scale (e.g. atomic-scale) events
that control the crack-tip blunting process, and hence
play a very important role in the fracture process, are
0022—2461 ( 1997 Chapman & Hall
neglected. This may be one of the reasons why the
continuum approach can typically account for only
about half of the observed increase in fracture tough-
ness [5]. Because atomic-scale events are difficult to
study experimentally, their effect on fracture tough-
ness cannot be measured easily. Fortunately, recent
advances in computational materials science coupled
with higher affordability of the more powerful (higher
speed—larger memory) computers have enabled atom-
istic computer modelling of crack-tip phenomena to
become a respectable alternative for elucidating the
role of small-scale effects on the fracture process.

Among various atomistic modelling techniques,
molecular dynamics is particularly attractive because
it enables time evolution of the material around the
crack tip, including crack-tip phase transformation, to
be studied. For example, Hoagland et al. [6, 7] used
molecular dynamics simulations to analyse disloca-
tion emission from the crack tip, which resulted in
crack-tip blunting and, in turn, enhanced the tough-
ness of the material. Clapp and coworkers [8—11]
carried out an extensive molecular dynamics study of
the thermally-induced and stress-assisted B2PL1

0
martensitic transformation in ordered NiAl, while
Williaime and Massobio [12] carried out a similar
4875



study for the b.c.cPh.c.p. transformation in Zr. Re-
cently, Grujicic and Dang [13—15] conducted a thor-
ough molecular dynamics investigation of the face
centred cubic (f.c.c.)Pb.c.c. martensitic transforma-
tion in Fe— (20—40)Ni (at%), and of the b.c.c.Ph.c.p.
transformation in Ti—(0—25) V (at %). These investiga-
tions were subsequently extended to include cases
where the aforementioned phase transformations took
place in the region around the crack tip and became
the dominant crack-tip blunting, i.e. toughening,
mechanism [16, 17].

In each of the molecular dynamics studies men-
tioned above, starting atomic configurations corres-
ponding to a single-phase material were used. The
work presented in this paper, on the other hand, deals
with the a two-phase material, in which one phase,
c-TiAl, contains a crack; while the other phase,
b-Ti—V, is metastable and can undergo a stress—
strain-induced martensitic transformation. To sim-
plify the analysis, the following assumptions are
made in the present work: (a) the c—b interface is
planar, (b) the crack plane is normal to the interface
plane and (c) the crack either touches the interface or
is only a few atomic spacings away from it. To carry
out molecular dynamics atomistic simulations of the
crack-tip phenomena in the two-phase c—b material
described above, linear elastic continuum solutions for
the corresponding stress and displacement fields must
be available so that more realistic boundary condi-
tions can be imposed on the atomistic computational
crystal used in the simulations. These linear elastic
solutions have been derived in Part I of this paper
[18], and will be used here.

The organization of the present paper is as follows:
the embedded atom method (EAM) interatomic
potentials used to describe atomic interactions are
briefly discussed in Section 2. The procedures used to
generate and equilibrate the two-phase (c#b) atomis-
tic computational bicrystal and to introduce a crack in
the c-phase are described in Section 2. A brief account
of the molecular dynamics computational method
used is given in Section 2. In Section 3, the results are
presented and discussed. The main conclusions result-
ing from the present work are listed in Section 4.

2. Computational procedure
2.1. Interatomic potentials
The interatomic potentials that account for atomic
interactions in the crystal are the required input for
the atomistic simulations and therefore their reliabil-
ity and accuracy are critical for the atomistic simula-
tions to be able to represent the behaviour of the
material faithfully. In contrast to traditional pair
potentials, (EAM) interatomic potentials take into ac-
count in an implicit way the many-body effects and
have therefore been proven more reliable in represent-
ing atomic interactions in metals [19, 20]. Within the
EAM scheme the total potential energy of the system
is given as the sum of two terms: (a) the interaction of
each atom with the local electron density associated
with the remaining atoms in the system, called the
embedding energy; and (b) a pairlike interaction
4876
reflecting the electrostatic interactions between the
atomic cores. Thus, the total potential energy of a sys-
tem containing n atoms, E
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) is the atomic electron density at a dis-

tance r
ij
, from the nucleus of atom j and the super-

script a is used to specify the species of atom j .
In the present work, EAM-type interatomic poten-

tials are used for both the c-TiAl phase and the
b-Ti—V phase. c-TiAl has an L1

0
type ordered struc-

ture, and therefore when carrying out atomic simula-
tions in this phase one must account for the Ti—Ti,
Al—Al and Ti—Al interactions and for the fact that the
two atomic species reside on separate sublattices. Far-
kas [21] recently developed the necessary EAM-type
potentials for c-TiAl and showed that reasonable
agreement can be obtained between the model predic-
tions and the experimentally measured properties of
this phase. In the present work the Farkas potentials
will be used to describe Ti—Ti, Al—Al and Ti—Al inter-
actions within the c-TiAl phase.

The b-Ti—V phase has a disordered (b.c.c.) structure,
and to simplify the calculations the b-Ti—V phase is
treated as a pseudomonoatomic phase composed of
‘‘effective’’ Ti—V atoms rather than individual Ti and
V atoms. The derivation of the EAM potential func-
tions for the pseudomonoatomic b-phase by applying
an averaging scheme to the corresponding EAM func-
tions of the constituent elements (Ti and V) was dis-
cussed in detail in a previous work [14]. The use of the
pseudomonoatomic approximation for the Ti—V
system can be justified because the two elements in
question differ slightly in both atomic mass (47.90 for
Ti and 50.94 for V) and electronegativity (1.4 for Ti
and 1.9 for V) [22]. In our previous atomistic simula-
tion work [14], it was shown that the use of effective
Ti—V potentials leads to reasonable predictions of the
number of properties of the b-phase. In particular, the
b.c.c. structure was found to be unstable in pure Ti,
metastable in Ti—15 at% V and stable in Ti—25 at%
V relative to the h.c.p. structure at 0 and 100 K, which
is consistent with the available thermodynamic
data [23].

Atomistic simulations carried out in the present
work were based on the use of a c-TiAl—b-Ti—V com-
putational bicrystal containing three types of atoms,
i.e. the Ti and the Al atoms associated with the c-TiAl
phase and the effective Ti—V atoms constituting the
Ti—V b-phase. Therefore, there are six distinct atomic
pairs whose interactions (the /

ij
terms in Equation 1)



Figure 1 Computational c-TiAl—b-Ti—15V bicrystal used in the
present work.

must be known. As mentioned earlier the pair poten-
tials for the Ti—Ti, Al—Al and Ti—Al pairs along with
the corresponding embedding energy functions for the
c-phase have been determined by Farkas [21]. The
effective Ti—V atom/effective Ti—V atom pair poten-
tials as well as the corresponding embedding energies
have been derived in our previous work [14]. Hence
there remains only two unknown interatomic para-
meters, the Ti/effective Ti—V atom and the Al/effective
Ti—V atom pair potentials, which must be determined
in order to be able to describe the atomic interactions
completely in the c—b computational bicrystal. The
missing pair potentials, /

ib
(i"Ti, Al, b"the effective

Ti—V atom), are constructed in the present work using
Johnson’s approach [24] as follows
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where fb and /bb are, respectively, the atomic electron
density and the pair potential functions of the b-Ti—V
phase, which are obtained using the aforementioned
pseudomonoatomic approximation [14].

2.2. Computational crystal
2.2.1. Formation of the computational

bicrystal
The c-TiAl—b-Ti—V computational bicrystal was for-
med by bringing into contact two rectangular single
crystals, one containing the c-phase and the other
consisting of the b-phase, Fig. 1. Prior to forming the
bicrystal, the equilibrium lattice parameters at 100 K
in each phase were determined. This was done using
the EAM potential functions described in Section 2.1.
and the quasiharmonic approximation method
[14, 25]. For the L1

0
TiAl c-phase the following

lattice parameters were found: ac"0.3944 nm and
cc"0.4010 nm, resulting in a cc/ac ratio of 1.05,
which is in fair agreement with its experimental
counterpart, cc/ac"1.03 [26].

A b-phase with 15 at % V was chosen in the present
work because it was found previously [14] that at this
level of vanadium, the b.c.c. structure was metastable
relative to the h.c.p. (martensite) phase with an activa-
tion energy barrier (0.001 eV per atom) for the
b.c.c.Ph.c.p. transformation. Consequently, only
a limited extent of the b.c.c.Ph.c.p. transformation
was observed in the bulk b.c.c. Ti—15V crystal during
the atomistic simulations at 100 K in the absence of
stress. When a crack was introduced into the com-
putational crystal, on the other hand, the associated
stresses were found to give rise to a larger extent of
martensitic transformation [17]. When the amount of
vanadium was significantly less than 15 at% (say
10 at %), the b.c.c. phase was unstable and conse-
quently the b.c.c.Ph.c.p. transformation took place
in the perfect stress-free crystal in the absence of stress.
On the contrary, when the amount of vanadium was
20 at % or higher, the b.c.c. phase remained stable
even in the presence of a mode I crack loaded to
a stress level corresponding to the Griffith stress inten-
sity factor [17]. For the Ti—15 V b.c.c. phase the
EAM-base quasiharmonic calculation yielded the lat-
tice parameter ab"0.3186 nm at 100 K, which was in
reasonable agreement with its experimental counter-
part (0.322 nm) [27].

In the c-TiAl—b-Ti—V computational bicrystal used
in the present work the following c—b interface plane
and the orientation relationship between the two
phases were selected:

1. The interface plane was chosen to be parallel to
the close-packed planes in the two structures, i.e.
(1 1 1)c E (1 1 0)b , and the interface normal was aligned
in the x-direction.

2. The (0 11 1)c plane was selected as the crack plane
because this plane was frequently cited as the most
likely cleavage plane in the L1

0
c-TiAl structure [28].

The crack plane normal was aligned in the y-direction.
3. The most likely cleavage plane in the b.c.c.

b structure, the (0 0 1)b plane [29], was next set parallel
to the crack plane in the c-phase.

The aforementioned procedure yielded the fol-
lowing orientation relationship between the two
phases: x E [1 1 1]c E [1 1 0]b , y E [0 11 1]c E [0 0 1]b and
z E [2 11 11 ]c E [11 1 0]b , Fig. 1. It should be noted that
this orientation relationship is commonly referred to
as the Nishiyama—Wasserman orientation relation-
ship in the analysis of f.c.c.—b.c.c. interfaces in steels
[30]. This orientation relationship was chosen in the
present work because it enabled b.c.c.Ph.c.p.
(11 1 0)b[1 1 0]b transformation shuffling to take place
in the x—y planes on the b side of the computational
crystal without being interfered with by the periodic
boundary conditions applied in the z-direction.

The size of the computational bicrystal used in the
present work, in terms of the number of interplanar
spacings, d

(uvw)
of the (u v w) planes, was as follows:

17d
(111)

]28d
(022)

]30d
(211)

for the c-phase and
18d

(110)
]25d

(002)
]22d

(110)
for the b-phase, respec-

tively. The bicrystal contained 10 654 atoms (2610 Ti,
2610 Al and 5434 equivalent Ti—V atoms). With this
size of computational bicrystal, the two crystals
had the following dimensional mismatches in the
plane of the interface: 0.49% mismatch in the
y E [0 11 1]c E [0 0 1]b direction and a 0.70% mismatch
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Figure 2 Equilibrium structure of the c-TiAl—b-Ti—15V interface:
(a) atomic positions projected onto the (2 11 11 )c E (11 1 0)b planes, (b)
atomic positions projected onto the (0 11 11 )cE (01 0 1)b planes and (c)
interface structure by projections of two (1 1 0)c and two (1 1 1)b
planes beside the interface. For (a) and (c): (s) Ti, (f) Al, (d)
b-Ti—15V. For (b): (s) c(Ti, Al), (d) b-Ti—15V.

in the z E [2 11 11 ]c E [11 1 0]b direction. No attempt was
made to remove these dimensional mismatches by
stretching and/or compressing the two crystals.

In addition to specifying the c—b orientation rela-
tionship, the relative stacking of the atoms in the two
structures must be defined. The (1 1 1)c and (1 1 0)b
planes, which are parallel to the c—b interface have,
respectively, ABCABC- and ABAB-types of atomic
stacking. The two crystals were stacked in such a way
that in the middle of the computational crystal the
(1 1 0)b plane nearest to the interface ‘‘coincides’’ with
the (1 1 1)c plane, which was the next nearest to the
interface and vice versa, and yielded the stacking
sequence AcBcCcAcBc DAbBbAbBb . . . .

Before creating a crack in the c-crystal, the structure
of the computational bicrystal was minimized using
molecular statics under periodic boundary conditions
in the y- and z-directions and free surface boundary
conditions in the x-direction. The use of free surface
boundary conditions in the x-direction allowed the
interplanar spacings of the planes parallel to and near
the c—b interface to adjust to the presence of different
atomistic species in the associated planes in the other
phase. The structure of the c—b interface after the
aforementioned energy minimization procedure is
shown in Fig. 2. It is seen that the mismatch in the
number of associated planes in the two phases across
the c—b interface has been accommodated by the
formation of appropriate interfacial dislocations: the
first type of interfacial dislocations, type A, have the
line direction, l"[2 1 1]c E [11 1 0]b and the Burger’s
vector, b"1/2[0, aN c , cc]c E ab[0 0 1]b , Fig. 2a. There
are three A-type dislocations in Fig. 2a with interdis-
location spacings of &9d

(022)c
or 8d

(002)b
. The other

interfacial dislocations, type B, have the line direction,
l"[0 11 1]c E [0 0 1]b and the Burger’s vector,
b"ac[1 0 0]c E ab[0 1 0]b , Fig. 2b. There is only one of
these dislocations per periodic length in the z-direc-
tion, i.e. the interdislocation spacing is &28d

(220)c
or

25d
(002)b

. As shown in Fig. 2c the A and B interfacial
dislocations run, respectively, parallel to the z- and
y-edges of the computational bicrystal and hence in-
tersect at a right angle.

It should be pointed out that because of the use of
periodic boundary conditions during the energy min-
imization procedure, the c—b interface was con-
strained to remaining parallel to the y—z plane. How-
ever, it is well established in the literature dealing with
austenite—ferrite interfaces in steels [30], that the
matching of the two phases can be significantly im-
proved and hence the energy reduced if structural ledges
are allowed to form on the (111)

!645%/*5%
E (110)

&%33*5%
interface. Such ledges, which are in fact interfacial
dislocations, divide the interface into regions of good
atomic matching with the orientation (1 1 1)

!645%/*5%
E
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(1 1 0)
&%33*5%

and in such cases the macroscopic interface
generally corresponds to a high index plane. It is very
likely that the structural ledges would form in the case
of c-TiAl—b-Ti—V interfaces, and hence the interaction
of a crack with such interfaces should be considered.
This was not done in the present work, however,
because due to the resulting deviation of the interface
from the (1 1 1)c E (1 1 0)b orientation, the crack would
no longer be normal to the interface and one of the
assumptions made in the present analysis could not be
satisfied.

2.2.2. Generation of a crack in the initial
computational bicrystal

To carry out the atomistic simulations of martensitic
transformation and the resulting toughness enhance-
ment in the dispersed b-phase when the transforma-
tion is induced by the stress concentration accom-
panying the formation of cracks in the c-matrix, the
case of a crack located in the c-phase whose tip
touches the c—b interface subject to a uniaxial mode I
external loading is studied in the present work, Fig. 3.
The singular stresses and the corresponding displace-
ments that dominate the near crack-tip stress and
displacement fields have been derived and analysed in
Part I of this paper [18]. These fields are utilized in the
present work to generate a crack in the computational
bicrystal and to apply the appropriate boundary con-
ditions to it. As shown in Part I, the external mode
I loading gives rise in the case of a crack touching the
c—b interface to a singular stress field composed of two
terms (named A and B for convenience) with distinct
orders of stress singularity

r
ij
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A
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A
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B
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of the stress singularity, h

Aij
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ponding angular dependences of the stresses, and h is
the polar angle.

The corresponding (plane strain) displacement field
also contains two terms, each with a distinct order of
stress singularity
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where f
i
(h) is the angular displacement function.

The two orders of stress singularity for the c—b
computational bicrystal were found in Part I to be
k
A
"0.4789 and k

B
"0.4114. Also, the angular func-

tions for the stress, h
ij
(h), and for the displacement,

f
i
(h), were determined and by analysing the symmetry

of these functions relative to h, it was concluded that
the two terms in the singular stress and displacement
fields, Equations 4 and 5, do not correspond to either
the pure mode I nor the pure mode II fields. Mode
A was found to be more mode I-like, while mode
B was more mode II-like. The magnitudes of the two
generalized stress intensity factors, K

A
and K

B
, corres-

ponding to a reference level of the externally applied
stress were also determined. Since K

A
and K

B
both

scale with the magnitude of the externally applied
stress their magnitudes at any other level of applied
stress can be obtained using the appropriate scaling
constant.

The (atomistic) computational bicrystal used in the
present work is, as is generally the case, too small to
reliably represent the entire physical system of inter-
est, i.e. a crack in the c-matrix impinging on the
interface of a c-phase and dispersed c-phase particle.
To overcome this problem the computational bicrys-
tal is embedded into the continuum bicrystal, Fig. 3b.
Figure 3 (a) Computational bicrystal with a crack in the c-phase touching the c—b interface and (b) the relationship between the
computational bicrystal and the typical c—b two-phase microstructure observed in [3].
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The effect of the (exterior) continuum bicrystal on
the interior atomistic bicrystal is taken into account
by imposing the appropriate boundary conditions on
the border atoms of the atomistic bicrystal. In the
present case, the following boundary conditions were
used:

1. To achieve the plane strain condition, fixed peri-
odic boundary conditions were used in the z-direction,
the crack-front direction:

2. To prevent c—b interfacial dislocations from es-
caping to the free surface by gliding along the inter-
face, fixed displacement boundary conditions were
applied on the three atomic layers of the c-phase in
x- and y-directions. The magnitudes of the (fixed)
displacements at a given level of (generalized) stress
intensity factors have been determined using Equa-
tion 5:

3. Fixed displacement boundary conditions cannot
be used in the case of the b-phase because such condi-
tions were found in our previous work [17] to inter-
fere with the b.c.c.Ph.c.p. martensitic transform-
ation in this phase by preventing the (1 1 0)b[11 1 0]b

transformation shuffling from taking place. Instead,
fixed stress boundary conditions were used for the
b-phase in the x- and y-directions. The fixed stress
boundary conditions prescribed on the three outer-
most atomic layers of the b-phase were obtained using
Equation 4.

Consequently, as shown in Fig. 3a, three distinct
atomic regions can be identified in the b-phase. In
region I, no external stresses (forces) are applied to the
atoms that are allowed to move freely in response to
the atomic interaction forces during the molecular
dynamics simulation runs. In region II, the atoms are
subject to fixed stress boundary conditions but are
otherwise free to move. The role of region III is to
provide atoms that act as neighbours to the atoms in
the region II, and thus ensure a bulk-like environment
as opposed to free surface co-ordination for the atoms
in region II.

2.3. Computational method
The evolution of the material in the region around the
crack tip is studied by carrying out standard molecu-
lar dynamics calculations in the computational bicrys-
tal described above. Within the molecular dynamics
scheme, the classical equations of motion for the
atoms are solved to determine the atomic positions
and velocities in the computational bicrystal as a func-
tion of time [31]. The method is therefore suitable for
studying time-related phenomena, such as phase
transformations crack and dislocation propagations,
etc. All the molecular dynamics calculations presented
in this work were carried out at 100 K. To obtain this
temperature, each atom was initially assigned a ran-
dom velocity from the corresponding Boltzmann dis-
tribution. To maintain the simulation temperature at
100 K, exponential relaxation of the average squared
velocity with a time constant of 0.1 ps was applied at
each time step (2 fs). This allowed the temperature
to be maintained within $2% of the desired
temperature.
4880
Figure 4 Evolution of atomic positions in the c-TiAl—b-Ti—15V
bicrystal with a crack projected on the (2 11 11 )c E (11 1 0)b planes as
a function of simulation time: (a) 0 ps, (b) 1 ps, (c) 10 ps. (s) Ti; (f)
Al ; (d) b-Ti—15V; (#) interfacial dislocations, b"1/2[0 aN c cc].

3. Results and discussion
As described in Section 2.2.2, the initial crack in the
c-phase portion of the c—b computational bicrystal
has been created by displacing the atoms in accord-
ance with Equation 5. The finite element procedure for
computing the magnitude of the two generalized stress
intensity factors, K

A
and K

B
, corresponding to a given

level of the average uniaxial stress in the y-direction
(applied under the constant remote displacement con-
ditions in the same direction) has been discussed in
Part I [18]. The initial atomic configuration in the
bicrystal with a crack in the c-phase, subject to an
average remote stress level of 180 MPa is shown in
Fig. 4a. It should be noted that due to the introduction
of a crack into the computational bicrystal one of the
b"1/2 [0 aN c cc]c E ab[0 0 1]b interfacial dislocations is
located at the crack tip with its extra-half-plane be-
coming one of crack surfaces. The other interfacial
dislocations were not significantly affected by the in-
troduction of the crack.



The progress of the material’s evolution at the crack
tip as a function of simulation time is shown in Fig. 4.
After about 1 ps of simulation time, Fig. 4b, the two
crack faces in the near vicinity of the crack tip are seen
to have moved outwards a little bit. This movement is
clearly related to the observed sliding of the b"1/2[0aN c
cc]c Eab[0 0 1]b interfacial dislocations along the c—b
interface and away from the crack tip as well as with the
relaxation of the atoms at the crack surface. As a result
of these crack-tip processes, an additional extra (0 11 1)c
plane has been created making a total of four
b"1/2[0 aN c cc]c interfacial dislocations.

The atomic configuration shown in Fig. 4c suggests,
as was expected, that with the exception of some
minor atomic rearrangement, there are no phase
transformations in the c-phase. In sharp contrast, the
b-phase region ahead of the crack tip has to undergo
significant changes in its structure at this stage. The
region in the b-phase corresponding to &!40°)h
)40° (h is the polar angle), has transformed into
a b.c.c. structure with a two atom basis. In the regions
of the b-phase corresponding to !90°)h)!40°
and 40°)h)90°, on the other hand, an f.c.o. struc-
ture is observed.

These findings are consistent with common experi-
mental observations [32], which show that, while
several different martensites structures exist in the
transformed b-phase, only two, a h.c.p. a@ structure
and f.c.o. a@@ structure exist in the bulk material. The
others, generally observed under a transmission elec-
tron microscope, appear to be the result of a thin-film
effect [32]. The a@ martensite is most prevalent in pure
or low-alloyed Ti. The A@@ martensite, on the other
hand, is commonly observed in Ti-base alloys contain-
ing a higher level of b stabilizing elements (such as
V,Nb,Ta, etc.) and as a result of stress—strain-induced
martensitic transformation [32].

According to Burgers [33], the b.c.c.Ph.c.p. mar-
tensitic phase transformation can be described in
terms of the following two elemental processes: (a)
shuffling of the parallel adjacent (1 1 0)

".#.#.
planes in

the opposite [1 11 0]
".#.#.

directions by an amount of
1/6d

(110)".#.#.
, where d refers to the corresponding

interplanar spacing; and (b) a pure shear on the
M1 1 2N

".#.#.
planes in the S1 1 11 T

".#.#.
directions. The

shuffling displacements produce the characteristic
h.c.p.-type ABAB stacking of the close packed
(0 0 0 1)

).#.1.
planes. The transformation shear, on the

other hand, converts an irregular hexagonal atomic
arrangement in the (1 1 0)

".#.#.
planes with the charac-

teristic angle h"109.47° into a regular hexagonal
atomic arrangement (h"120°) in a close-packed
(0 0 0 1)

).#.1.
plane. The b.c.o. structure observed in the

present work, Fig. 4b and c, has been produced by the
operation of the same two elemental processes, i.e. by
M1 1 0NbSM1 11 0Tb shuffling and by M1 1 2NbS11 11 Tb

shear, but the magnitudes of the shuffling displace-
ments and transformation shear are smaller than their
counterparts in the case of the b.c.c.Ph.c.p. trans-
formation. In fact, the h.c.p. structure can be con-
sidered as a b.c.o. structure in which additional
relations exist between the lattice parameters:
a
).#.1.

"(3)1@2b
).#.1.

"(3/8)1@2c
).#.1.
The results shown in Fig. 4b and c, suggest that
formation of the f.c.o. martensites is closely related to
the presence of a c—b interface and, in particular, is
affected by high stresses on the b-phase side of the
interface that have tensile characters because the
extra-half-planes of the b"1/2[0 aN c cc]c dislocations
reside in the c-phase.

In order to conduct a more detailed analysis of the
martensitic transformation in the b-phase portion of
the computational bicrystal, three atomic configura-
tions, corresponding to the one in Fig. 4c, but each at
a different value of the z-co-ordinate are shown in
Fig. 5. In each case only the projections of the atoms
in the alloy residing on three adjacent parallel (11 1 0)b
planes are shown. A number of important findings can
be made based on the results shown in Fig. 5.

1. Transformation shuffling is seen to take place in
the [1 1 0]b direction at some values of the z-co-ordi-
nate in the b crystal and in the [11 11 0]b direction at the
others relative to the layer’s original position (com-
pare configurations X and Y at z"0—2d

(110)b
and

z"10—12d
(110)b

. In addition, the direction of trans-
formation shear varies with the z co-ordinates. This
finding appears to be related to the use of fixed peri-
odic boundary conditions in the z-direction, and is the
manifestation of the self-accommodation of the shape
change accompanying the transformation:

2. The f.c.o. martensite phase undergoes a slip de-
formation due to the passage of the edge dislocations
with the line direction, l"S1 1 21 T

&.#.0.
, the Burger’s

vector, b"a
&.#.0.

/2S11 1 0T
&.#.0.

and the M1 1 1N
&.#.0.

slip
plane, Fig. 5c. Different M1 1 1N

&.#.0.
planes act as slip

planes along the z-direction of the crystal, which is
again an indication of the self-accommodation of the
b.c.c.Pf.c.o. transformation shape change. Because
the b"a

&.#.0.
/2S11 1 0T

&.#.0.
dislocations are the unit

dislocations in the f.c.o. structure, their motion causes
the shape but not the structural change in the f.c.o.
phase. The emission of these dislocations from the c—b
interface near the crack tip acts as a lattice invariant
deformation mechanism that is an integral part of the
b.c.c.Pf.c.o. martensitic transformation:

3. The orientation relationships between the parent
b-structure and the two martensitic structures were
determined as

(11 1 0)
".#.#.

E (0 0 1)
&.#.0.

E (0 0 1)
".#.0.

[1 1 1]
".#.#.

E [11 1 0]
&.#.0.

E [11 1 0]
".#.0.

which is in excellent agreement with the selected area
electron diffraction (SAD) analyses in Ti—10V—3Al—2Fe
b-alloy [34].

In order to clarify further the effect of the b-phase
on the evolution of the materials at crack tip and on
the crack behaviour, the molecular dynamics analysis
has been extended to include the cases of a single-
phase c crystal and a single-phase b crystal each
containing a crack. The orientation of the computa-
tional crystal as well as of the crack in these single-
phase material simulations were selected in such a way
that they match their corresponding counterparts
given in Fig. 1. The generation of a crack in the
single-phase material is quite straightforward and is
4881



Figure 5 Atomic positions in the b-phase projected on the (11 1 0)b planes at 10 ps of molecular dynamics simulation time: (a) z"0—2d
(110)b

,
(b) z"10—12d

(110)b
and (c) z"12—14d

(110)b
. Schematic representations of the transformed b.c.o. and f.c.o. structures along with their slip

systems were also given in (b) and (c).
done by displacing the atoms from their perfect-crys-
tal positions using the plane-strain linear (anisotropic)
elastic solution for the mode I displacement functions
as developed by Sih and Liebowitz [35]

u
i
(r, h)"K

I
(2r/p)1@2 f

i
(h) (i"r, h)

u
z
(r, h)"0 (6)
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where r and h are the polar co-ordinates. The coeffi-
cients in the angular displacement function, f

i
(h),

depend on the crystal orientation and the crack orienta-
tion through the orientation dependence of the elastic
constants of the materials [13]. K

I
is the usual mode

I stress intensity factor. Equation 6 is a special case of
Equation 5, in which, due to the fact that the crack
resides in a single material, the two singular terms in



Figure 6 Atomic positions in the single-phase c-TiAl crystal with
a crack projected on the (2 11 11 )c plane after (a) 1 ps and (b) 10 ps of
the simulation time: (s) Ti, (d) Al.

Equation 5, which are of pure mode I and pure mode
II character, are completely decoupled and hence
a pure mode I loading activates only the pure mode
I displacement (and stress) field. In addition, the order
of stress singularity, k"0.5, is equal for both singular
terms in Equation 5. It should also be recalled that the
mode I stress intensity factor has a critical value cor-
responding to the reversible self-similar extension of
the crack, the Griffith stress intensity factor, K

G3

K
G3
"(2c/A)1@2 (7)

where c is the surface energy of the crack plane and
A is a parameter that is defined in terms of the elastic
constants of the crystal. For the crack—crystal orienta-
tion specified in Fig. 1, Equation 7 yielded the follow-
ing values for the Griffith stress intensity factor:
K

G3
"0.76 MPamin1@2 in single-phase c and

K
G3
"0.54 MPam1@2 in single-phase b. A more de-

tailed account of the calculation of the Griffith stress
intensity factor is given elsewhere [13].

Because the generalized stress intensity factors,
K

A
and K

B
, in Equations 4 and 5 and the mode I stress

intensity factor, K
I
, in Equation 6 have different units,

it is not possible to compare the crack behaviour in
the single-phase and the two-phase materials at the
same level of stress intensity factor. Instead, the crack
behaviour was compared at the same level of the
remotely applied average stress (180 MPa). As ex-
plained in Part I of this paper [18], the stress is
applied using the constant displacement boundary
conditions at the edges of the finite element computa-
tional crystal. Under these conditions, the enriched-
finite element formulation presented in Part I [18],
yielded the following values of the mode I stress inten-
sity factors in the two single-phase materials: K

I
"

1.06 MPam1@2"1.39K
G3

in single c and K
I
"

0.81 MPam1@2"1.50K
G3

in single b. These values of
stress intensity factors were next used in conjunction
Figure 7 Atomic positions in the single-phase b-Ti—15V crystal
with a crack projected on the (1 1 0)b plane at (a) 0.4 ps and (b) 3 ps
of the simulation time: (s) Ti, (d) Al.

with Equation 6 to displace the atoms in order to
create a crack in the two single-phase materials.

The molecular dynamics simulation results for the
single-phase c crystal containing a crack subject to the
same type of boundary conditions as the one applied
to the c part of the computational bicrystal in Fig. 3,
i.e. the fixed displacement boundary conditions in the
x- and y-directions and the fixed periodic boundary
conditions in the z-direction, are shown in Fig. 6. The
crack is seen to propagate initially along the original
(0 11 1)c crack plane. However, at a later stage of crack
propagation, the crack temporarily leaves its original
crack plane and begins to advance along the (21 51 1)c
plane before it turns back onto another (0 11 1)c plane,
Fig. 6b. The crack propagation appears to involve
only bond breaking with no visible dislocation emis-
sion and hence the fracture mode in single-phase c can
be characterized as brittle cleavage.

Fig. 7 shows the results of our molecular dynamics
simulation of crack propagation in single-phase b un-
der boundary conditions identical to those applied to
the b part of the c—b bicrystal in fixed stress boundary
conditions in the x- and y-directions and periodic
boundary conditions in the z-direction. For clarity
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only the innermost atoms near the crack-tip region are
shown and the open and filled circles are used to
differentiate between the atoms residing on two adjac-
ent (1 1 0)

".#.#.
planes.

The first evidence for the formation of an h.c.p.
phase was seen at about 0.4 ps and only on a portion
of the crack surface close to the crack tip. As described
earlier, the b.c.c.Ph.c.p. martensitic transformation
involves M1 10N

".#.#.
S11 10T

".#.#.
shuffling and M11 2N

".#.#.
S11 11 T pure shear. Ultimately the transformation
front moves into the region ahead of the crack tip, but
as seen in Fig. 7b, the very crack-tip region resists the
b.c.c.Ph.c.p. transformation and instead acquires an
f.c.o. structure. The resistance of the crack-tip region
towards the b.c.c.Ph.c.p. transformation is consistent
with the fact that there is a relatively large negative
volume change (&!5%) associated with this trans-
formation [17] and hence the region ahead of the
crack tip which is under the largest positive hydros-
tatic stress opposes the transformation the most. Con-
sequently a f.c.o., which is associated with a smaller
negative transformation volume change (&!3%),
rather than a h.c.p. structure forms at the crack tip. As
a result of the observed transformation processes, the
crack tip became blunt and despite the fact that the
applied stress intensity factor exceeded the Griffith
stress intensity factor by 50%, the crack did not ad-
vance any further.

To quantify the effect of martensitic transformation
on the toughness of materials in single-phase crystals,
the Eshelby’s conservation integral, F [36], which
provides a means for determination of the energy
release rate accompanying crack extension in cases
where plasticity effects cannot be neglected, was
evaluated. The component of Eshelby’s integral along
the crack propagation direction x, F

1
, which repres-

ents the force acting to propagate the crack tip, is
given by

F
1
"P! C¼d

1j
!r

kj

­u
k

­x
1
DdS

j
(8)

where ¼ is the crystal strain energy density; u
k
is the

k-component (k"x, y) of the displacement; r
kj

are the
stress components; dS

j
"dS]n

j
, here n

j
is the j com-

ponent ( j"x, y) of the unit outward normal vector to
the contour segment of length dS ; and ! a closed
contour surrounding the crack. In the present work
! was chosen as a circle centred at the crack tip with
the radius of 4 nm. The magnitude of F

1
in the initial

atomic configuration in the b-phase, the configuration
obtained by displacing the atoms according to the
mode I linear elastic solution, Equation 6, is given
within the linear elastic continuum approximation as
AK

I
—2c [13]. The computation of F

1
for an atomistic

crystal based on Equation 8 requires the knowledge of
the strain energy density, and the stress and strain
components. These can be computed from the avail-
able EAM interatomic potential functions using the
procedures, described elsewhere [7, 13]. To ensure the
validity of Equation 8, the contour radius (4 nm) was
chosen in such a way that it was at least three times as
large as the radius of the transformation zone.
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Figure 8 Time dependence of the F
1

integral in the single-phase
c (d) and single-phase b (r) crystals.

The results depicted in Fig. 8 show the variation of
the F

1
integral computed in both single-phase c and

single-phase b crystals as a function of molecular
dynamics simulation time. In the c-phase, the F

1
inte-

gral, i.e. in the force trying to extend the crack,
increases slightly with simulation time, which is con-
sistent with the observed propagation of the crack by
brittle cleavage. In sharp contrast, the crack-tip mar-
tensitic transformation in the b-phase gives rise to
a substantial reduction in the force, F

1
, trying to

extend the crack. In fact, after 0.25 ps this force be-
comes negative, implying that no further propagation
of the crack should take place. This finding provides
a quantitative explanation for the transformation-
induced crack arrest observed in Fig. 7.

By comparing the atomic configurations shown in
Fig. 4 (c—b bicrystal). Figs 6 and 7 for the c and
b crystals, respectively, each corresponding to the
same level of remotely applied stress, a number of
important findings can be made regarding the effect of
martensitic transformation in the b-phase on crack
behaviour in the c-phase:

1. While the crack readily extends in the single-
phase c crystal, Fig. 6, its propagation ceases when
a b-phase is present in the region ahead of the crack
tip, Fig. 4. This represents clear evidence for b-phase
induced toughening.

2. The observed toughening effect must be related
to the accompanying martensitic transformation (lat-
tice-invariant slip deformation included) because
almost the entire b crystal has undergone such trans-
formation, Fig. 4.

3. The presence of the c—b interface has a signifi-
cant effect on the evolution of the materials at the
crack tip. Specifically, the crack-tip opening displace-
ment remains smaller in the c—b case, Fig. 4, com-
pared with that in the case of the single-phase b
crystal, Fig. 7.

At last, it is interesting to compare the effectiveness
of martensitic transformation in enhancing the frac-
ture toughness in the two-phase c—b bicrystal with
that in the single-phase b crystal. Ideally, one would



like to be able to evaluate the magnitude of the
F
1

integral in the c—b bicrystal and compare it with
the corresponding value in the b crystal. However, it
must be noted that Equation 8, which is used to
evaluate the F

1
integral in the single-phase materials,

can only be applied if the field quantities (stress, strain,
displacement) are continuous along the integration
contour, !. Because this condition of continuity of the
field quantities is not satisfied (e.g. r

33
is discontinuous

across the c—b interface [18]), Equation 8 cannot
be used in the case of the c—b bicrystal. To overcome
this problem, we recall the original definition of the
energy release rate (the J integral) in non-linear elastic
materials

J"!

1

¸

d%
da

(9)

where % and ¸ are, respectively, the potential energy
and the thickness of the crystal, and a is the crack
length. The potential energy is given by

%"º!¼ (10)

where º is the strain energy of the body and ¼ the
work done by the external force. If the crack extends
under the condition of fixed boundary displacement,
(*"constant), there is no change in the work done by
the external force, d¼"0. Hence, combination of
Equations 9 and 10 leads to

J"!

1

¸ A
dº

da B* (11)

Because the strain energy, º, for the c—b computa-
tional crystal can be readily evaluated by summing up
the strain energy of all the atoms in the bicrystal,
Equation 11 is used in the present work to quantify
the extent of toughening due to transformation. This
was done using the following procedure:

1. Under the assumption that Equations 4 and
5 can be used when the crack tip is only a few atomic
spacings away from the interface plane, a series of
atomic configurations are generated, each corres-
ponding to the same level of applied stress (180MPa)
but with the crack tip shifted by 1—4d

(110)c
into the

c-phase or 1—4d
(110)b

into the b-phase.
2. Each configuration is next relaxed through the

use of molecular dynamics simulations, for the same
simulation time (e.g. 1 ps) under the boundary condi-
tions described in connection with Fig. 3.

3. The positions of the boundary atoms are set to
coincide with those in the case of the crack tip residing
on the c—b interface and the molecular dynamics
simulation runs repeated. The last step prior to
running the simulations ensures that all the atomic
configurations analysed correspond to the same
boundary displacements as required by Equation 11.

4. The (dº/da)* term in Equation 11 is next evalu-
ated using a finite difference approximation, i.e.

A
dº

da B*"
ER

a`*a!ER
a

*a
"

1

*a

nR
+
i/1

(Ei
a`*a!Ei

a
) (12)

where ER
a

and ER
a`*a refer to the energy of a circular

cylinder with a radius, R, and a centre at the c—b
Figure 9 The dependence of circular contour radius on the energy
release rate in the c—b bicrystal (d), single-phase c (]) and single-
phase b (#): (—)!1/¸ (dE/da), (— —) F

1
, Equation 8.

interface, where the crack tip is located at a and
a#*a, respectively. Ei pertains to the energy of atom
i in such a cylinder and n

R
is the total number of atoms

in the cylinder.
It should be noted that since the Ei calculated using

the EAM approach includes both the strain energy
(due to lattice distortions) and surface energy (due to
a smaller co-ordination number for the atoms near the
surface of the crack contributions, the substitution of
Equation 12 into Equation 11, yield the net force
acting on the crack tip (the F

1
integral) rather than the

driving force acting 2c, where c is the surface energy of
the crack.

To verify the validity of the aforementioned proced-
ure and Equation 12, the F

1
integral was evaluated

first for the two single-phase crystals and the results
compared with those obtained using Equation 8. As
shown in Fig. 9, the two sets of results are in excellent
agreement for the case of c-TiAl in which no phase
transformation occurs. For the case of the single-
phase b crystal, the agreement is only fair and for the
largest contour radius used (18 nm), Equation 12
overestimates F

1
obtained using Equation 8 by about

35%. Nevertheless, it is quite encouraging that the
trend in F

1
evaluated using Equation 12 is correct, i.e.

the net force acting on the interface is negative and
hence this equation is used to evaluate F

1
for the c—b

bicrystal when the crack tip resides in the interface,
Fig. 9.

The results shown in Fig. 9 suggests that the mar-
tensitic transformation acts more effectively in oppos-
ing the crack propagation (i.e. the net force on the
crack tip is more negative) when the crack resides in
the b-phase as opposed to the case when the crack is in
the c-phase and its tip is at the c—b interface. This is
consistent with the fact that the crack tip opening is
smaller in the c—b case, Fig. 4, than in the b case, Fig. 7.
In the b-phase, Fig. 7, a significant amount of trans-
formation is seen taking place in the crack wake (i.e.
behind the crack tip), which assists crack-tip blunting.
On the contrary, in the c—b bicrystal, Fig. 4, the crack
wake is situated in the c-phase, which is brittle and
provides little assistance to crack-tip blunting.
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Figure 10 A schematic representation of the fracture resistance,
J
R

versus a, curve and the fracture driving force, J versus a, curve
under constant displacement conditions.

Figure 11 An approximate shape of the fracture resistance curve.

The aforementioned procedure based on the use of
Equations 11 and 12 is next employed to obtain
a rough estimate of the shape of the fracture resistance
(J

R
versus a) curve for the case of a crack initially

located in the c-phase that moves into and continues
to propagate inside the b-phase. As the schematic
shown in Fig. 10 indicates, the shape of the
resistance curve is closely related to the !F

1
versus

a curve under displacement control conditions
(*"constant).

Fig. 11 shows the !F
1

versus a curve obtained
using the procedure based on Equations 11 and 12 for
the case of a crack in the bulk c-phase, a crack moving
from c into b and for a crack in the bulk b-phase. All
the results shown in Fig. 11 are obtained under the
same level of remotely applied uniaxial stress
(180 MPa). Error bars are used to indicate the scatter
in the !F

1
data obtained in each case for a different

choice of contour radius. The solid lines are used to
connect the data obtained for R"15 nm. The results
shown in Fig. 11 suggest that martensitic transforma-
tion gives rise to significant enhancement in the tough-
ness of the materials only when the crack tip is located
on the b-phase side of the c—b interface. This implies
that the role of martensitic transformation ahead of
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the crack tip (present also when the crack tip is on the
c-phase side of the c—b interface) has a less important
role in transformation toughening than the trans-
formation taking place in the crack wake behind the
crack tip (present only when the crack tip is on the
b-phase side of the c—b interface). This finding is
consistent with our previous work in the Fe—Ni sys-
tem [27], which showed that martensitic transforma-
tion in the crack wake plays a critical role in the
crack-tip blunting process.

4. Conclusions
Based on the results presented in the present work, the
following conclusions can be drawn:

1. When a crack in the c-TiAl phase makes a con-
tact with the c-Ti—15 at % V interface, the ensuing
martensitic transformation in the b-phase causes sig-
nificant evolution of the material at the crack tip,
which has a major effect on subsequent crack behav-
iour and toughness of the material.

2. The martensitic transformation involves at least
two different crystal structures of martensite, a b.c.o.
structure closely related to the h.c.p. structure and an
f.c.o. structure, each present in a number of crystallo-
graphically equivalent variants. A lattice invariant slip
deformation, which accommodates the b.c.c.Pf.c.o.
transformation shape change, is found to take place in
the f.c.o. martensite, while a similar shape change
associated with the b.c.c.Pb.c.o. martensitic trans-
formation appears to be accommodated by simulta-
neous formation of at least two b.c.o. variants.

3. The occurrence of martensitic transformation in
a region surrounding the crack tip reduces the force
acting to propagate the crack and consequently, after
the transformed region becomes large enough, crack
propagation ceases. The effect of martensitic trans-
formation occurring in the crack wake appears to be
particularly strong. Consequently, transformation
toughening is more pronounced in the case of a crack
residing in the b-phase than in the case of a crack
residing in the c-phase with its tip near the c—b
interface.
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